JOURNAL OF AIRCRAFT
Vol. 32, No. 4, July—August 1995

Parameter Identification and Modeling of
Longitudinal Aerodynamics
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and

R. E. Bach Jr.%
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Using a comprehensive flight test database and a parameter identification software program produced at
NASA Ames Research Center, a math model of the longitudinal aerodynamics of the Harrier aircraft was
formulated. The identification program employed the equation error method using multiple linear regression
to estimate the nonlinear parameters. The formulated math model structure adhered closely to aerodynamic
and stability/contrel theory, particularly with regard to compressibility and dynamic maneuvering. Validation
was accomplished by using a three degree-of-freedom nonlinear flight simulator with pilot inputs from flight
test data. The simulation models agreed quite well with the measured states. It is important to note that the
flight test data used for the validation of the model was not used in the model identification.

Nomenclature

aspect ratio

lift curve slope of the stabilator
inertial accelerations in body axis
vectors of identified parameters
lift, drag, and pitching moment
coefficients

lift, drag, and pitching moment
regression constants

airfoil lift coefficient

mean aerodynamic chord
Oswald’s efficiency factor

total body axis forces

c.g. location, %¢

neutral point location, %¢
reference c.g., %c¢

number of experimental observations
body axis moments of inertia
product of inertia

reduced frequency, w¢/2V

total rolling moment

lineal distance between aircraft c.g. and
aerodynamic center of stabilator
total pitching moment
thrust-induced pitching moment
nominal Mach number
freestream Mach number

critical Mach number
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mass
total yawing moment

roll rate

pitch rate

yaw rate

wing area

horizontal tail area

dimensionless pitch rate, qé/2V
x-body axis inertial velocity
horizontal tail volume ratio, 1S, /éS
z-body axis velocity

x-body axis thrust

matrix of experimental inputs
measured output vector

estimated output vector

z-body axis thrust

angle of attack

stall angle of attack

angle of attack marking onset of flow
separation

rate of change of «

dimensionless angle of attack rate,
ac/2V

flap angle

stabilator angle

nozzle angle

down wash angle

pitch angle

sweepback angle of wing leading edge
sweepback angle of horizontal tail
leading edge

vector of estimated model parameters
normalized angle of attack

input frequency
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Introduction

ARAMETER identification is a well-founded method of
mathematical model development or improvement based
on experimental data for which many sophisticated techniques
exist. The underlying goal of each technique is to minimize
the error between input and output data in a least-squares
fashion. One method used quite successfully is the equation
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error method where the error between some vector of output
parameters and a vector of estimates based on some prede-
termined model structure is minimized. For example, given
a model of the form

Y. =& + &xy + Exn + - + x5 (1)
parameter identification using the equation error method es-

timates the parameters & by minimizing the least-squares er-
ror function

The reader is referred to Ref. 1 for the details in the appli-
cation of this fundamental principal. This method is applied
to the identification of a nonlinear mathematical model that
describes the longitudinal aerodynamics of the YAV-8B ver-
tical/short takeoff and landing (V/STOL) aircraft for a nozzles
aft configuration with gear retracted and no stores.

Previous estimation models have also incorporated this
method and met with great success.?* One objective herein
is the application of this method using a model structure that
is derived from fundamental flight mechanics and aerody-
namic theory rather than solely statistical considerations.
Generally, a simpler and perhaps less cumbersome model will
result.

A mathematical model of an aircraft can be instrumental
in performance optimization studies, high-fidelity simulation,
design enhancements and additions, control systems analyses,
etc. Specifically, the culmination of this effort was slated for
use in the implementation of an upgraded automatic control
system.

This article begins with a summary of the data acquisition
process. The second portion illustrates the formulation of a
model structure based on basic aerodynamics pertaining to
the dominant nonlinear effects at high angles of attack in-
cluding compressibility. It summarizes the buildup of the short-
period terms ¢ and «, the latter of which being all but ignored
in previous estimation models. A representation of the non-
linear flap terms is also introduced. Finally, the iterative steps
required in the identification process are reviewed. The model
is verified using a three degree-of-freedom simulation with
thrust and stabilator values from flight test as the only inputs.

Data Acquisition

In order to obtain a database to be used in parameter es-
timation, significant planning was done so that the cycle of
flight testing, data acquisition, and database generation was
synthesized at the outset. This is a crucial step since a model
can only be as good as the data used to derive it. Furthermore,
maneuver selection is important since without appropriate
inputs to the airframe, the aerodynamics are difficult to model
due to the highly coupled nature of the system. In practice it
is difficult to excite only the longitudinal dynamics indepen-
dent of the lateral and vice versa. To this end, maneuvers
were performed so as to minimize the action of one mode
while maximizing the other. For example, to excite the lon-
gitudinal modes &,, 85 and thrust were assumed constant as
the pilot provided stick inputs through a series of maneuvers
so as to maximize the variation in «, 6, g, etc., while mini-
mizing the variation in the lateral states. A typical continuous
maneuver at constant M, consisted of longitudinal stick doub-
lets (two repetitions), a longitudinal frequency sweep, a 180-
deg level turn, an angle-of-attack step (AOASTP), and a
wind-up turn (WUP).

A fixed ground station was equipped with telemetry down-
link and radar tracking systems. The telemetry data from the
onboard system was downlinked and merged with radar data.
A nose boom was mounted and equipped with « and sideslip
vanes while all control surface positions were measured di-

rectly using displacement transducers. By disengaging the sta-
bility augmentation system and measuring the actual control
surface deflections, configuration parameters, and engine op-
erating parameters, the need to incorporate the reaction con-
trol system (RCS) into the modeling process was eliminated.
Thus, the modeling is greatly simplified and strict attention
may be placed on the fundamental aerodynamic phenomena,
completely unobscured by complicated control algorithms.
The inertial navigation system (INS) contained built-in rate
gyros and accelerometers for measuring angular rates and
linear accelerations. All onboard and telemetry data was sam-
pled at a rate of 120 Hz for mainframe channels and 30 Hz
for subframe channels. The reader is referred to Ref. 4 for
further details.

The raw data files were processed using a smoothing and
state-estimation program® incorporating the aircraft kine-
matical equations to estimate the states based on the appro-
priate data. It also checked for data consistency and provided
estimates of useful unmeasured states such as the Euler angles
and angular accelerations.

An engine model obtained from Ref. 2 was used off-line
to provide engine forces and moments (including those pro-
duced by the RCS) at a reference point. The total measured
body axis forces and moments are given by*

F. = ma

X

F, = ma F, = ma,

A z

(Irvy - Izz)qr
M = I\\q - I.YZ(rZ - pz) - (123 - ].n')pr

N = 71:zaz - I.xz(p - qr) - (I.Y.t - Iw)pq

where all of the inertial terms were computed by the engine
model while the rates and accelerations were smoothed es-
timates of the data.

The flight test data was stored in a structured binary da-
tabase that was arranged into separate 3—5 min test segments
that collectively covered the flight envelope. The following
nozzles aft subset was used for this work:

X

L = I,\',\'p + IX‘Z(aI + pq) -

03 <M. <075
—5Sdeg < a < 18 deg
5deg = 8, = 25 deg
The processed data file was stored at a rate of 20 Hz.

Formulation of the Aerodynamic Model Structure

A model describing the aerodynamic forces and moments
acting on any aircraft must be capable of approximating all
flight characteristics including static and fully dynamic ma-
neuvers. It must address all nonlinearities and also account
for compressibility effects.

The general functional formulation of the lift, drag, and
pitching moment coefficient models may be stated as shown
in Egs. (2) where C, , C,,, and C,, are the values of C,,

-0 ny

Cp,and C,,, when all other terms are zero. The model assumes
that thrust induced aerodynamic effects are negligible for Mach
= 0.3. It also assumes that the dynamic terms (i.e., ¢ and &)
and 6,, have negligible influence on Cp;:

C, = Cp (. M) + AC,, (5, M.)

+ AC, (q,8) + AC, (&, &) + AC,AEJ(a, ;)
Cp, = Cnmsic(cu Mx) + AC,)SJ(CL, 5/') (2)

C.=¢

I hasic

(C., h,) + AC

g,

(3 M.)

+ Acmq(q’ 6]) + AC/n”(dv 6/)
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Each of the Egs. (2) is to be rewritten in a form compatible
for regression analysis.! To do so requires careful review of
the data so that each term on the right-hand side (RHS) is
formulated in such a way as to provide the appropriate in-
cremental contribution.

Nonlinear Approximation of Lift

Since drag and pitching moment are strongly dependent
upon lift, it becomes important to approximate the dominant
nonlinearities through the lift model. For incompressible flow,
the basic lift for any conventional fixed wing subsonic aircraft
is generally a linear function of « up to some o', at which
flow separation becomes appreciable and the relationship be-
comes nonlinear (e.g., 9°C, /da?|,.., < 0). Based on static
thin airfoil theory,® lift may be approximated as

C,=2rmsina =aa + aa’ O=a<aq, (@

where a,,, is the static stall angle of attack and a,, a, are
parameters to be identified. The region a = ¢, is beyond
the scope of this article. Although Eq. (3) applies to sym-
metric airfoils, its structure proves to be useful for aircraft
estimation.

Compressibility and Static Models

To account for compressibility effects the Prandtl—-Glauert
similarity transformation’ may be extended to finite wings
and, in particular, to swept-back wings by defining the nor-
malized angle of attack as

x = aVT = M oAy @

where the denominator is known as the Prandtl-Glauert pa-
rameter and M., cos A, g is the component of M., perpendicular
to the wing leading edge.

Figure 1 shows three sets of flight test data measured at
three values of M... This illustrates clearly the increase in C,
with M... Figure 2 shows the same data after normalization.
The data reduces to a line indicating that compressibility is
fully represented. Replacing « in Eq. (3) with y, C was
defined as

Lovasic

Loe = WX T ax® + C., (%)
Note, however, that the Prandtl-Glauert rule is only valid
for small a (say a« < 20 deg for this aircraft) and for M.
< M, . Since the database included only data for which M.,
< 0.75, locally sonic flow was of no concern.

The parabolic drag relationship

Cp = Cp, + Ci/mAe

was used as a starting point for the drag model. When the
effects of compressibility were included via the Prandtl-Glauert
similarity, the resulting basic drag model was defined as

Cp, (Ci, M.) = b,C} + Cp/NT — MZcosAry  (6)

where b, and C,, are parameters to be identified.
Recall that C,, is always less than zero for a statically stable

",

aircraft and is given by?®

C/n“ = (h - hn)Cl

o

This allows us to write the static pitching moment equation
as

C,=¢C,, +C,a+C

m my m, mg

1
,OH

=C,, + (h — h,)C + Cn15”611

Lbusic

1 "y
0.8 -~
ﬂg?A
0.6 _=a
c, o=
0.4 LI
w - doublet, Mach = 0.7
02 _'- \A?UT Mach = 0.45
--“ “7UT, Mach = 0.27
0 4= L
0 2 4 6 8 10 12 14 16

o, deg
Fig. 1 Lift dependence on Mach number.

1 a
0.8 ]
Baﬁi
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04
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Fig. 2 Lift reduction using Prandtl-Glauert compressibility nor-
malization.

was de-

M basic

where it is assumed that s, = h,(8,). Hence, C,
fined as

Cl"husi(CL’ hn) = Cchlmic + Cm“ (7)

where ¢, and C,, are parameters to be identified.
The control terms in C, and C,, were modeled as

AC,, (8, M.) = a3,

< (8)
Acmau(aua M.) = c8,

where we account for compressibility effects of the stabilator
as

8, = 8,1 = MZ cosZA,
Dynamic and Flap Increments

Any rotations about the c.g. will effect both the wing and
tail in dynamic maneuvering. However, it is customary to
assume that the wing contribution to AC, and AC,, is neg-
ligible with respect to that of the tail. The same assumption
holds true for AC,  and AC,,, as well. Utilizing the approx-

imate stability derivatives®
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we may approximate the dynamical increments of Egs. (2) as

AC, =C g4, AC, = C,a

4

AC, =C,4. AC, =C,é

my "G mg

Since g and & are generally in phase and highly correlated
with one another, it was useful to group these terms as

de . de .,
AC,_(I + AC,, = C,w (q + —Z a) = a, (q + —Z d)

— A (_9_‘(’; 2 _ ~ 6_8 ~
AC,, +AC, = C, |4+ 5od) =ala+id

and identify C, and C,, only (assuming d¢/da = 0.65), since
highly correlated terms generally produce faulty identifica-
tions.

The inclusion of & is essential. To understand the impor-
tance of this effect, consider a step input of §,, that results in
a response for which ¢ and « are roughly equivalent in both
magnitude and phase. Conversely, a step input in « (i.€., a
vertical gust) results in & >> g over a small period of time.
The model must include the « terms in order to approximate
the correct response.

Finally, the flap terms AC., and ACp, were constructed
by reviewing various sets of lift and drag data such as that
shown in Figs. 3 and 4. Since these maneuvers were quasistatic

1.2
1 P >
f v v v 150 Vvo
0.8 jf’ ﬁ’ ;’;'V' 5
C, f ! 'yv' }j

0.6 e
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0.2
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X » deg
Fig. 3 Lift variation due to flaps (8, = 5, 15, and 25 deg).
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Fig. 4 Drag variation due to flaps (6, = 5, 15, and 25 deg).

(i.e., w — 0), contributions from dynamic and control terms
were negligible. Note from Fig. 3 that the conventional in-
crement in C, due to A, is evident but, more importantly,
that there is a divergence of the three data sets for increasing
a (or x). To capture this nonlinearity, ACLéf was defined as

ACLsf(a, &) = asd; + asb; (10)

Figure 4 shows a similar set of three quasistatic drag data
segments where, in contrast, C, converges for increasing val-
ues of C,. This suggested that AC,)&/ be defined as

ACy,(Cy, 8) = b8, + b:8,C} (11)

Frequency Response Characteristics

The rigid body dynamic equations reveal that the states
begin to attenuate when w (the frequency of the §,, in this
case) approaches that of the short period. It was observed
from flight test data that high-frequency rolloff occurred reg-
ularly during frequency sweep maneuvers for £ exceeding
~0.06. In order to avoid erroneous identifications that would
be prevalent due to negligible variance in the states relative
to 6,,, data for which k£ > 0.04 was not used in the identifi-
cation. A more detailed discussion of identifiability regions
for aerodynamic parameters based on w may be found in
Ref. 9.

Results
Equations (5—11) were used to reformulate Eqgs. (2) as

5 . 0E =
Chlowa =X T ax* + a5 | § + (—9—& al + a,04
+ asé; + ada¢ + C,

Cl)mudcl =b,C; + bZS,- + b36fci (12)
+ Cp/V1 — M: cos®Ag

a J9e -+ N
Corpors = C,. + ¢ <q + P a) + ;0 + C,,

The identification of the aerodynamic parameters utilized
the equation error method to minimize the least-squared
error between the modeled and measured coefficients. C, .

Do @nd G, were each identified separately. It was
initially considered to identify Eqs. (12) simultaneously, but
doing so may have inhibited the capability of distinguishing
between the subtle effects inherent in flight dynamic mod-
eling. By identifying each model separately, one may isolate
the dominant vs negligible effects based primarily on physical
rather than statistical characteristics.

In regression modeling of this nature, time chronology is
not a factor in the selection of maneuvers since the regression
model structure of Eqgs. (12) is independent of time. There-
fore, similar maneuvers from many different flights were con-
catenated in order to achieve the highest confidence in the
results.

Identification Methodology

The model parameters were designated as static, dynamic,
configuration, and/or control as illustrated in Table 1. Care
was taken to identify the static terms using quasistatic data
(i.e., data having frequencies k at or near the Phugoid fre-
quency) at constant 8. In doing so, the dynamic, control, and
configuration terms were fixed at reasonable values (based
on theory and/or previous models) and the static terms were
identified. The static terms were then fixed and the config-
uration terms were identified using quasistatic data with vary-
ing 8, while keeping the a priori estimates of the dynamic and
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Table I Parameter designation

a,, a, by, ¢y, Cn“ Static

as, € Dynamic

as, G, by, b3, ¢, Cpy, G, Configuration
a,, €3 Control

Table 2 Identified parameters

Parameter,
(a,, b;. C") Cl'mudcl Dmodel C’"mndcl
1 4.456/rad 0.0776 (hyet* — h,)
2 —8.394/rad? 0.0421/rad g
3 Cy, 0.0470/rad Cos
4 0.280/rad “
5 0.774/rad> —_— _
6 0.205/rad* ——— _
C,_.,)_,,,|“ ~—0.002 0.0225 ~0.026
h, = 0.29 — 0.3548,> + 0.4275;7
C,,l/ = 9.718, + 11.38(/rad)
iy = 21.36;7 — 0.68, — 13.8(/rad)
C”"‘u = 1.48, — 1.8(/rad)
e = 0.1. ", is in units of radians.
1.0
038 i
o~
0.6 i
CLbasic -"j"),
0.4 fi}
0.2
0.0
0.00 0.05 0.10 0.15 0.20 0.25 0.30

¥, rad

Fig. 5 Basic lift for M, = 0.4 (flight test data = symbols; model =
dashed).

control terms. It was observed that ¢, required identification
at different values of §, as it became evident that #, = h,(5,).
The configuration terms were then fixed along with the static
terms and the dynamic a priori estimates in order to identify
the control terms. Finally, the configuration and control terms
were fixed again and the process repeated until convergence
was achieved. Since the dynamic terms were negligible rela-
tive to the others during quasistatic maneuvers, their a priori
estimates had no appreciable influence on the static identi-
fication results.

Dynamic data (i.e., data having frequencies sufficiently larger
than the Phugoid and at or below the short period) was used
to identify the dynamic terms simultaneously with the control
terms. Note that the control terms were identified from both
quasistatic and dynamic data, the results of which show good
agreement. Using dynamic data with varying 8, showed that
Crand C, (i.e., a; and ¢,) were weak functions of 6, Having
estimates of the dynamic terms based on the estimates of the
static, configuration, and control terms, one iterative loop
was complete. This iteration may be repeated as many times
as needed for satisfactory convergence. Three was found to
be sufficient.

Identified Math Model

Table 2 presents the identified parameters. The first column
is the index number for the parameters a,, b;, and ¢, to be

0.14

0.12

0.10 =

008 P

. -r”
;’#‘f

basic 0.06 e

0.04. » e

ant® i

0.02

0.00
00 02 04 06 08 10 12
2
CL

Fig. 6 Basic drag for M, = 0.4 (flight test data = symbols; model
= dashed).

0.10
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0.00 .

Rl

m .
basic

-0.10

-
I

-0.15 3

-0.20
0.0 0.2 04 0.6 0.8 1.0 12

C

L

Fig. 7 Basic pitching moment for M, = 0.4 (flight test data = sym-
bols; model = dashed).

substituted into Eqs. (12) along with the regression constants.
Figure 5 shows a plot of C,  superimposed on the same set
of flight test data used in Fig. 3, where the number of data
points has been reduced for plotting purposes. The data and
model are reduced by subtracting the sum of the dynamic,
control, and configuration terms [i.e., a,(§ + de/dacd) +
a,8, + as6; + a,6,a], from both the model and the data. This
is similar to that which would be observed in static wind-
tunnel testing for 8, = 0 deg. Figures 6 and 7 show similar
plots for C;,, and C,, _, respectively.

M vasic

Model Validation

Substituting Eqs. (12) into the longitudinal equations of
motion® gives

U= [(c,

g SN @ — Cpy cOS @)GS

modet

+ X;)m — gsin 8 — qW

W= -[(C.,, cosa+ Cp, sina)S

model

+ Z/m + gcos 0 + qU

q = (C/rznmdclq_SC_ + MT)/Iy,\'
6=gq

where X, Z;, M, and I, were computed by the engine
model. If the modeled terms are accurate, then the propa-
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gation of these equations using only the pilot inputs (i.e., §,,
and throttle) from a particular flight segment should repro-
duce that segment with minimal residual between simulation
and the measured states.

Initialization of the Simulator

The simulator was initialized to a level trim flight condition
using the nominal values of the states, §,,, the altitude, §,,
the inertial terms, and the thrust terms from a particular flight
test. The trim point of the model was found using integral +
derivative feedback of the altitude error to §,, and propor-
tional + derivative feedback of the velocity error to X . This
was simply a stable autopilot that forced the altitude and
airspeed to steady-state values. Successful execution provided
biases (assumed to be from measurement errors) in «, 6, &,
and X, that were used in the subsequent simulation. Biases
in all other parameters were assumed to be zero.

Simulation

The simulation model was integrated at 20 Hz using only
the pilot inputs corrected for biases. The « and @ responses
are shown in Figs. 8 and 9, respectively. It was observed that
the simulation accuracy was highly sensitive to the values of
C,,and C,, in that those listed in Table 2 provided disparate
results for each flight tested. Two causes for this come to
mind. First, any terms erroneously neglected in the structure
of Egs. (12) during the identification would result in a mod-
eling bias distributed throughout the remaining terms in the
model. The trim point calculation would provide the mea-
surement biases that in effect shifted this modeling bias to

C,,and C,, . In order to circumvent this problem, an auto-
14 ; ;
~ Test — Simulation
12
1 ¥

.
f4
gty

*Mﬁ 1
IIH i

a
[deg]

!

—t

K

I SR N N =)
3
r—a
bt
ettt

0 10 20 30 40 50 60 70
t, sec

Fig. 8 Angle-of-attack simulation response comparison to flight test
data (M, = 0.3).

15

10 f % 'l- 3

R
L 1§
MRS

0 10 20 30 40 50 60 70
t, sec

T T
¥ Test —— Simulation

iy 4

-5

Fig. 9 Pitch attitude simulation response comparison to flight test
data (M, = 0.3).

matic model structure determination algorithm such as step-
wise regression may be used. The reader is referred to Ref.
1. Second, the assumption of zero biases other than those
identified in the trim point calculation may be suspect. Not-
withstanding this, the values of C, and C,, assigned for the
simulation illustrated here were 0.001 and 0. 035, respectlvely

These values are still very close to those shown in Table 2
and certainly the relative difference is within the accuracy of
the test instrumentation.

In testing the accuracy of a modeling scheme, the identified
model should be compared to the data used to generate it.
Conversely, in testing the model fidelity, the model should
be compared to data not previously used in any identification
attempts. The time responses of o and 6 compared quite well
with the data as shown in Figs. 8 and 9. The trim (0 < r < 8
s} and pitch doublet (8 <t < 26 s) portions had not been
used in the identification. Other responses such as altitude
and airspeed also showed good agreement. Note the atten-
uation at 1 = 45 s due to the increasing frequency of the §,,
(as was expected based on frequency response characteris-
tics). During the frequency sweep 8, was maintained at a
nominally constant amplitude of oscillation. Only data having
frequencies below that of the short period was used in the
modeling. Yet for 1 > 45 s, the simulation compares nicely
with the data.

Conclusions

The formulation of the mathematical model structure of
the lift, drag, and pitching moment has been illustrated through
the discussion of key theoretical applications such as the Prandtt—
Glauert similarity transformation and the approximate non-
linear lift relationship at high angle of attack. The inclusion
of the & term was illustrated via the approximate stability
derivatives C, , C,, . C,,.and C,, . An appropriate grouping
of these terms was suggested that allowed for their proper
identification by eliminating the need to overcome the large
correlation between g and a. The steps used in the parameter
identification technique have been described revealing the
iterative nature associated with a problem of this kind. Finally,
the model was validated through simulation and showed ex-
cellent agreement with flight test data that had not previously
been used in the model estimation.
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